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• Container Network Building Blocks
• “Why container networking isn’t that scary”

• Linux Network Namespaces
• Docker Networking
• Multi-Host Networking
• CNI

What are we going to talk about?
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Linux as a software switch / router.
• Most of us likely know this is possible.
• Interfaces 
• Physical
• Virtual
• Bridges
• Routing Tables
• Static 
• Open source routing protocol implementations (quagga/zebra etc).
• Firewall (IPTables)
• Filter / NAT / Mangle
• QoS 
• tc
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Linux as a software switch / router
INTERFACES
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Linux as a software switch / router
BRIDGES
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Linux as a software switch / router
BRIDGES

HOST A

BRIDGE1eth0

eth1 eth2

phy phy phy

L3: 10.10.0.1 L3: 172.16.0.1/24

We’ve made a ”switch” on ports eth1&2

We could give 172.16.0.1 as GW 
(With some added NAT and routing etc)

Useful for external clients (phy interfaces)
What about internal “clients”?

Routing / NAT
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Linux as a software switch / router
BRIDGES FOR CONTAINERS

HOST A

BRIDGE1eth0

? ?

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 2CONTAINER 1

If we could add a container to a bridge 
as an interface…. This could work.

We could give containers IP’s in 
172.16.0.0/24 range
172.16.0.1 as GW 
(With some added NAT and routing etc)

Routing / NAT

Default Gateway
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Linux as a software switch / router
BRIDGES FOR CONTAINERS
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Introducing vETH pairs.
The veth devices are virtual Ethernet devices. 

veth devices are always created in interconnected pairs. 

A pair can be created using the command: 
# ip link add <p1name> type veth peer name <p2-name> 
where, p1-name and p2-name are the names assigned to the 
two connected end points. 

Packets transmitted on one device in the pair are immediately 
received on the other device. When either devices is down the 
link state of the pair is down. 

http://man7.org/linux/man-pages/man4/veth.4.html

http://man7.org/linux/man-pages/man4/veth.4.html
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Linux as a software switch / router
BRIDGES FOR CONTAINERS

HOST A

BRIDGE1eth0

Veth: 
pair1-a

Veth: 
pair2-a

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 2CONTAINER 1

Create a vETH pair for each container.
Add one ”end” of the pair to our bridge.

Give the other end an IP address 
compatible with the bridge subnet.

Test traffic from pair1-b gets to the bridge 
BVI

Routing / NAT

Default Gateway

??? ???
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Linux as a software switch / router
BRIDGES FOR CONTAINERS
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Linux as a software switch / router
BRIDGES FOR CONTAINERS

HOST A

BRIDGE1eth0

Veth: 
pair1-a

Veth: 
pair2-a

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 2CONTAINER 1

Create a vETH pair for each container.
Add one ”end” of the pair to our bridge.

Give the other end an IP address 
compatible with the bridge subnet.

Test traffic from pair1-b gets to the bridge 
BVI

HOW DO WE PUT THE OTHER END INTO 
OUR CONTAINER?

WHAT IS A ”CONTAINER” FROM LINUX 
NETWORKING VIEWPOINT?

Routing / NAT

Default Gateway

??? ???
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Introducing Network Namespaces
… Don’t they sound familiar?
• LINUX: A network namespace is logically another copy of the 

network stack, with its own routes, firewall rules, and network 
devices. By default a process inherits its network namespace from 
its parent. Initially all the processes share the same default 
network namespace from the init process.

• NETWORKS: virtual routing and forwarding (VRF) is a technology 
that allows multiple instances of a routing table to co-exist within 
the same router at the same time. One or more logical or physical 
interfaces may have a VRF and these VRFs do not share routes 
therefore the packets are only forwarded between interfaces on 
the same VRF.
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DEMO 4: Exploring NetNS
with Docker
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Linux as a software switch / router
DOCKER; Bridges and NetNS

HOST A

NetNS 1

BRIDGE: Docker0eth0

Veth: 
vethXYZ

Veth: 
vethABC

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 2CONTAINER 1

NETNS gives each container a “VRF” 
where the end of our Veth pair lives.

Containers see “eth0” which is the remote 
end of the veth pair for that container, on 
that host.

The remote end of the veth’s are renamed 
by docker to “eth0” within the container.

Routing / NAT

Default Gateway

Veth: eth0 Veth: eth0

NetNS 2
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DEMO 5 & 6: Messing with the 
defaults!
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Linux as a software switch / router
DOCKER; Bridges and NetNS

HOST A

NetNS 1              NetNS 2

BRIDGE: Docker0eth0

Veth: 
vethXYZ

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 3

CONTAINER 1

NETNS gives each container a “VRF” 
where the end of our Veth pair lives.

Containers can be placed in the host’s 
default netns, they will see all the “regular” 
hosts interface and communicate just as a 
regular process on the system would.

We can also show there is nothing magic 
by asking for no networking and doing it 
ourselves, manually with netns commands.

Routing / NAT

Default Gateway

Veth: eth0

NetNS Default
Veth: 

vethABC

CONTAINER 2
Veth: eth0
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Docker Networks
“host” ”none” etc..
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Docker Networks
“host” ”none” etc..
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A question remains. Internet access?

HOST A

NetNS 1              NetNS 4

BRIDGE: Docker0eth0

Veth: 
vethXYZ

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 3

CONTAINER 1

Routing / NAT

Default Gateway

Veth: eth0

NetNS Default
Veth: 

vethABC

CONTAINER 4
Veth: manual-b

Any IP on our Docker0 bridge seems to 
have internet access via eth0…

Guess whats’ happening?
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Docker Default IPTables NAT

Default Gateway

- IPTables Source PAT rule for Docker0 interface.
- You can also see another for the new “docker network” we created.
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Docker Default IPTables NAT
IPTables is pretty common everywhere you will see containers.
If traffic is getting into, or out of an IP address, or your service is being exposed on a port you didn’t expect,
Chances are there will be a some DNAT, SNAT rules being generated for you.
Example, exposing a docker container to the outside world…
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IPTables for security
IPTables is also commonly used to enforce security policy especially in multi-host clustered container environments.
This is usually a central control plane (container orchestrator) deciding which IPTables rules to apply on which
hosts to protect the containers running there.
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Multi-Host.
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Multi-Host: How
Your container is a VRF, with a connection out to a bridge, with a 
L3 BVI, how would you make it multi-host?
Now we know what the foundations of “container networking” are, 
Implementations for moving beyond single host docker should be 
apparent.

HOST A

BRIDGE: Docker0eth0

vethXYZ

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 1

Routing / NAT

Veth: eth0

HOST B

BRIDGE: Docker0eth0

vethXYZ

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 1

Routing / NAT

Veth: eth0
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Multi-Host: How
L2 VLAN to span Docker0 Bridge

- Hairpin L3 Routing Concerns
- Broadcast Domain
- IP addressing (would need central state)

Existing Network Environment (VLAN-in-VLAN?)
Multi-Tenancy?
GRE Tunnels

HOST A

BRIDGE: Docker0eth0

vethXYZ

phy

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 1

Routing / NAT

Veth: eth0

HOST B

BRIDGE: Docker0eth0

vethXYZ

L3: 10.10.0.1 L3: 172.16.0.1/24

CONTAINER 1

Routing / NAT

Veth: eth0

L3 Routes to each host, with a separate docker0 subnet 
on each

- Managing routing tables
- Static vs Routing Protocol
- Managing hosts to be networked (state)
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Multi-Host: Solutions

One size does not fit all.

Pluggable solutions
Flannel 
(https://coreos.com/flannel/docs/latest/running.html)

Calico
(https://docs.projectcalico.org)

Weave
(https://www.weave.works/docs/net/latest/overvi
ew/)

Contiv (ACI)
(https://contiv.io/documents/networking/aci_ug.ht
ml)

https://coreos.com/flannel/docs/latest/backends.html

https://coreos.com/flannel/docs/latest/running.html
https://docs.projectcalico.org/
https://www.weave.works/docs/net/latest/overview/
https://contiv.io/documents/networking/aci_ug.html
https://coreos.com/flannel/docs/latest/backends.html
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Multi-Host: Solutions
Most solutions run some form of agent on each 
host, talking to a central data store.

The agent inserts/configures connectivity to other 
hosts and maintains IP addressing.

Weave-Mesh does not need a state store, but 
does require direct L2 connectivity between all 
nodes.

HOST A

eth0

phy

L3: 10.10.0.1

Networking-Agent

Bridging / Routing / Encapsulating /NAT

HOST B

eth0

L3: 10.10.0.1

Bridging / Routing / Encapsulating / NAT

Networking-AgentState

ConfiguresConfigures
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Multi-Host: Solutions

HOST A

eth0

phy

L3: 10.10.0.1

Networking-Agent

Bridging / Routing / Encapsulating /NAT

HOST B

eth0

L3: 10.10.0.1

Bridging / Routing / Encapsulating / NAT

Networking-AgentState

2. Network Container 1

Plugin packaging / format defined by Container solution, in this case, Docker.

”What should I do to network this container”
“What should I do to include this host” 

Solution has the flexibility to *not* be software.
EG. ACI plugin mapping VXLAN tag to an EPG

CONTAINER 1

Docker Daemon

1. Create

3. Commands
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Calico – BGP vs Layers of Tunnels.

https://docs.projectcalico.org/v2.6/usage/configuration/bgp

https://docs.projectcalico.org/v2.6/usage/configuration/bgp
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Calico BGP
HOST A

eth0

phy

L3: 10.10.0.1

Networking-Agent

Bridging / Routing / Encapsulating /NAT

HOST B

eth0

L3: 10.10.0.1

Bridging / Routing / Encapsulating / NAT

Networking-AgentState

ConfiguresConfigures

Bird BGPd Bird BGPd

ConfiguresConfigures

Configures Peers Configures Peers

https://docs.projectcalico.org/v2.6/usage/configuration/bgp

https://docs.projectcalico.org/v2.6/usage/configuration/bgp
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Modularity: CNI
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Usually, you’ll be running a container orchestrator.
CNI: Container Network Interface

Plugin standard for networking plugins

Compatible with Kubernetes

All solutions discussed provide CNI plugins

Docker itself uses a different plugin mechanism

https://github.com/containernetworking/cni

https://github.com/containernetworking/cni
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Modularity: Kubernetes
NetworkPlugin
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Cisco ACI CNI for Container Integration

Node

OpFlex OVS

ACI and Containers
Unified networking: Containers, VMs, and 
bare-metal

Micro-services load balancing integrated in 
fabric for HA / performance

Secure multi-tenancy and seamless 
integration of Kubernetes network policies 
and ACI policies

Visibility: Live statistics in APIC per 
container and health metricsNode

OpFlex OVS

APIC

See Season 1, Episode 7 for more details! https://developer.cisco.com/netdevops/live/#s01t07

https://developer.cisco.com/netdevops/live/
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Industry Developments
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Future Developments & State of the art
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Future Developments & State of the art

Kubefed (V2) – Federated Kubernetes

Edge / Fog / Remote location workloads

- AutoVPN

- SDWAN

- Potential for CNI or workload integration 

Service Mesh

- Still relies on a underlying IP fabric
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Summing up
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• Linux Networking
• How Linux Networking became 
container Networking
• Namespaces
• vETH

• Scaling to multiple hosts
• Pluggability and CNI

What did we talk about? 
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Webinar Resource List

• Learning Labs
• Microservices and Containers Intro DEVNET Module

https://developer.cisco.com/learning/modules/cloud-native-development

• DevNet Sandboxes
• Kubernetes CNI/ACI Sandbox http://cs.co/sbx-acik8s

• Code Samples and CLI Snippets 
• https://github.com/ciscodevnet/netdevops-live-0213/

https://developer.cisco.com/learning/modules/cloud-native-development
http://cs.co/sbx-acik8s
https://github.com/ciscodevnet/netdevops-live-0213/
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developer.cisco.com/codeexchange

NetDevOps Live! Code Exchange Challenge

”Containerize” your favorite 
network automation script for 
easier portability!

Example: Include a Dockerfile in the repo that 
describes and installs all necessary Python 
dependencies. 

https://developer.cisco.com/codeexchange
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• NetDevOps on DevNet
developer.cisco.com/netdevops

• NetDevOps Live! 
developer.cisco.com/netdevops/live

• NetDevOps Blogs
blogs.cisco.com/tag/netdevops

• Network Programmability Basics Video Course
developer.cisco.com/video/net-prog-basics/

Looking for more about NetDevOps?

https://developer.cisco.com/netdevops
https://developer.cisco.com/netdevops/live
https://blogs.cisco.com/tag/netdevops
https://developer.cisco.com/video/net-prog-basics/
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Got more questions? Stay in touch!

@mattdashj
https://github.com/matjohn2

@CiscoDevNet
facebook.com/ciscodevnet/ 
http://github.com/CiscoDevNet

developer.cisco.com
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